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a b s t r a c t

We revisit an early example of a nonlinear oscillator that exhibits chaotic motions when
subjected to periodic excitation: the magneto-elastically buckled beam. In the paper of
Moons and Holmes (1980) [1] magnetic field calculations were outlined but not carried
through; instead the nonlinear forces responsible for creation of a two-well potential and
buckling were fitted to a polynomial function after reduction to a single mode model. In
the present paper we compute the full magnetic field and use it to approximate the forces
acting on the beam, also using a single mode reduction. This provides a complete model
that accurately predicts equilibria, bifurcations, and free oscillation frequencies of an
experimental device. We also compare some periodic, transient and chaotic motions with
those obtained by numerical simulations of the single mode model, further illustrating the
rich dynamical behavior of this simple electromechanical system.

& 2013 Elsevier Ltd. All rights reserved.

1. Introduction

In this paper we return to a classical problem in nonlinear vibrations: the single degree-of-freedom (dof) Düffing's
equation [2] with an unstable equilibrium flanked by two stable equilibria. Unlike the stiffening spring case considered in
many textbooks, e.g. [3], the two-well potential energy of this system endows its phase space with a homoclinic orbit [4]
which undergoes global bifurcations that produce non-periodic, chaotic motions when external periodic forcing is applied.
This mathematical model with its physical analog of an elastic cantilever beam buckled by ferromagnetic forces, exemplified
in Fig. 1, has become a central example in “chaos theory” since its introduction in 1979 [1], e.g. see [5,6].

The simplest model for a single dof oscillator with a two-well potential has a symmetric cubic restoring force and linear
damping. With additive sinusoidal forcing, the ODE takes the form

€xþδ _x�αxþβx3 ¼ P cos ðωtÞ; (1)

where the parameters α; β; ω40, and δ; PZ0. When P ¼ δ¼ 0, Eq. (1) is a Hamiltonian system that conserves energy

H x; _xð Þ ¼ _x2

2
� αx2

2
þ βx4

4
; (2)

so that orbits of Eq. (1) lie on level sets of Hðx; _xÞ [4] and we observe a double homoclinic loop containing a saddle point on
the set Hðx; _xÞ ¼ 0. Perturbing from this integrable case, it was proved in [7] that, for fixed α; β; ω40, 0oε51, δ; P ¼OðεÞ
and P4δPcðα; β;ωÞ (a critical value, see Eq. (14) below), Eq. (1) has transverse homoclinic orbits and therefore possesses
a chaotic invariant set containing infinitely many unstable periodic orbits: a Smale horseshoe [4, Sections 4.5 and 5.1].
An analogous result was subsequently proved for a PDE modeling vibrations of a simply supported buckled beam [8] and
there have been numerous similar studies of systems with 2 or more degrees of freedom, e.g. [9–11].
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These results do not imply that Eq. (1) has a strange attractor [4] (indeed, the stable manifolds of the horseshoe may form
a fractal basin boundary separating the domains of attraction of two stable periodic orbits that “grow” from the stable
equilibria of (1) for P¼0 [6,4]), but many subsequent studies and analyses of Poincaré maps strongly suggest that there are
open (or at least measurable) sets in parameter space for which strange attractors do exist. For an introductory article with
animations, see [12].

The present paper revisits the analysis of [1], augmenting it with explicit numerical calculations of the magnetic field,
from which the nonlinear stiffness term in the single dof model may be derived explicitly. We compare the resulting
function with the cubic of Eq. (1), fitting the parameters α and β from experimental observations of equilibrium positions
and natural frequencies and deriving the damping factor δ from free vibration decay rates. We find that the model
calculations predict key quantities within 10 percent, and that bifurcation diagrams also match experimental results well,
including transitions from two to three stable equilibria and symmetry-breaking as magnet positions vary with respect to
the clamped end of the beam.

This paper is organized as follows. We first describe the magneto-elastic beam used for experimental data collection in
Section 2, since this simple physical system also underlies the model. In Section 3 we review the partial differential equation
(PDE) describing the beam and outline its reduction by Galerkin's method to an ordinary differential equation (ODE)
describing the fundamental flexural mode. The analysis follows [1], supplemented by a recent efficient algorithm due to
Derby and Olbert [13] that is used to compute the magnetic field and resulting restoring forces. Polynomial approximations
to the restoring forces are also derived, analogous to those considered in [1]. In Section 4 we compare predictions
of equilibrium positions and natural frequencies derived from the single mode model of Section 3 with experimental
measurements, and illustrate bifurcations of equilibria that occur under changes in the magnetic field due to magnet
placement relative to the beam's support. The dynamics of periodically forced vibrations are considered in Section 5,
including subharmonics and non-periodic, chaotic motions, which are studied using Poincaré maps. Conclusions and a brief
discussion follow in Section 6.

2. The experimental rig

The physical system, shown in Fig. 1, is a slender steel cantilever beam clamped in a nominally rigid frame at its upper
end and free at its lower end. The beam moves under the influence of elastic, magnetic, and noninertial forces (when the
frame is excited horizontally by the shaker). Gravitational forces also act, but these are much smaller than the forces noted
above and will be neglected in the model developed in Section 3.

The frame is fabricated in 12.3 mm thick maple hardwood with the grain oriented longitudinally in each component.
Components are joined by 3 woodscrews at top and bottom and a strip of 1018 steel is glued to the upper surface of the base
for magnet attachment. The beam is 1095 blue tempered spring steel of Young's modulus E¼2.06�105 MPa, density
ρ¼ ð7:8370:02Þ � 103 kg m�3, with thickness Δ¼ 0:2570:02 mm and width w¼9.570.5 mm, clamped at the top of
the frame by a maple strip secured by 2 woodscrews. To increase damping, strips of Scotch tape 39.270.1 mm long, 9.67
0.1 mm wide and 1.570.2 mm thick are attached to both sides of the beam near the clamp. Experiments were conducted
with free beam length L¼96.170.5 mm below the clamp and distance from beam tip to frame base 19.270.5 mm. Beam
dimensions were chosen so that the fundamental flexural mode is well separated in frequency from torsional and higher
flexural modes.

Two cylindrical rare earth magnets of radius r¼12.7 mm, height h¼0.635 mm and surface field strength Bsurface ¼
0:21 Tesla are placed with matching N–S polarities on the steel strip, whose upper surface is roughened to prevent magnet
movement. Magnet center positions can be varied upward from a minimum separation of 37.470.1 mm. Most of the
experiments are done with magnet centers (approximately) equally spaced from the undeflected beam tip, but asymmetric
cases are also considered. The frame is attached to the driving shaft of the shaker by a machine screw whose axis passes
through the frame's mass center, as computed from the assembly with magnets as modeled in Creo Pro/Engineer. Sinusoidal
excitation is provided by a K2007E01 SmartShaker electromagnetic shaker with an integrated amplifier (The Modal Shop,

Fig. 1. The magneto-elastic beam and shaker. The frame measures 153�100�76 mm3.
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Cincinnati, OH) driven by an Agilent 33220A signal generator (Agilent Technologies, Santa Clara, CA) that allows frequency
and peak-to-peak voltage to be varied. The signal generator output is monitored on an oscilloscope. The shaker-frame
assembly is assumed sufficiently rigid that shaker and frame motions are indistinguishable.

An SGD-7/350-LY11 Omega strain gauge (Omega, Stamford, CT) with 350 Ω resistance and 2.13 gauge factor is attached
with Loctite 401 adhesive to the beam's surface near its root. Strain gauge output is fed to a custom built Wheatstone
quarter-bridge circuit, temperature compensated by a second Omega strain gauge, and then to an AD623 Instrumentation
Amplifier (Analog Devices, Norwood, MA). A potentiometer connected to a positive voltage at one side and the AD623's
reference input at the other allows calibration of the amplifier output as proportional to beam tip displacement, and this
output is passed through an op-amp differentiator circuit to provide beam tip velocity. Displacement and velocity signals
pass to an Arduino Uno microcontroller with a 10-bit Analog-to-Digital converter and an 8-bit ATmega328 microcontroller
(Adafruit Industries, NYC), and thence to a laptop for data analysis. A mean sampling rate of 620720 Hz was achieved, with
uncertainty of 75 digital units in position and 710 digital units in velocity in the full 210¼1024 unit range.

Further details of the experimental apparatus and data collection circuits are provided in [14].

3. An elastic beam in a nonlinear magnetic field

In this section we review the PDE model of [1] for the magneto-elastic beam and the single dof reduction that describes
the dynamics of its fundamental mode of vibration. We also describe how the field model for an ideal solenoid of [13] is
used to compute magnetic forces induced in the beam.

3.1. The cantilever beam model: linear elasticity

Fig. 2 shows the coordinate system used to describe the state of a slender uniform clamped beam of length L, width w
and thickness Δ5w. Here s denotes arclength along the undeformed beam's centerline and uðs; tÞ; vðs; tÞ denote displace-
ments in the x, y directions respectively. We have already noted that gravitational forces are neglected. Since flexural
displacements and strains are relatively small (maximum tip displacements are � 15 percent of beam length,
cf. Fig. 1) and the beam is thin (Δ¼ 0:026w), we assume linear elasticity and use inextensible Euler–Bernoulli beam theory
[15, Chapter 7]. Hence the tangent angle θ� ∂v=∂s and flexural vibrations are described by the following PDE for v¼ vðs; tÞ:

Fyðs; vÞ�EIv⁗�C′ðs; vÞþ½Tðs; vÞv′�′¼m½ €vþ €V 0ðtÞ�; (3a)

where Tðs; vÞ ¼
Z L

s
Fxðs; vÞ ds: (3b)

Here v′¼ ∂v=∂s, _v ¼ ∂v=∂t, EI¼ EðwΔ3=12Þ is the flexural rigidity of the beam, m its mass per unit length, V0ðtÞ the
displacement imposed on the frame supporting it; Fx; Fy are the x,y components of magnetic forces per unit length, C is the
moment per unit length due to magnetic forces and T is the axial tension due to Fx. Note that these magnetic terms depend
upon the location of points along the beam (s,v), and that they are the sole source of nonlinearity in the model; all elastic
and inertial forces are linear. Thus far we have neglected dissipative effects; they will be included after reduction to a
single mode.

As in [1], the sinusoidal forcing V0ðtÞ is chosen to excite the first mode of vibration, and displacements remain small. We
therefore assume that the beam's shape is well approximated by the fundamental mode of an Euler–Bernoulli clamped-free
cantilever described by �EIv⁗¼m €v with boundary conditions vð0; tÞ ¼ v′ð0; tÞ ¼ 0 and v″ðL; tÞ ¼ v‴ðL; tÞ ¼ 0. This eigenvalue
problem is solved by

ϕðsÞ ¼ c½KðsinhðksÞ� sin ðksÞÞþðcoshðksÞ� cos ðksÞÞ�; (4a)

where

cosh kLð Þ cos kLð Þ ¼ �1 and K ¼ � cos ðkLÞþcoshðkLÞ
sin ðkLÞþsinhðkLÞ ; (4b)

Fig. 2. Coordinate system for the cantilever beam; note that the coordinate frame êx ; êy is rotated in comparison to the physical system of Fig. 1. From [1,
Fig. 4(a)].
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implying that kL� 1:875104 and K � �0:734096 [16, Section 9.5]. The normalization constant c is chosen so thatR L
0 ϕ

2 ds¼ 1. Setting vðs; tÞ ¼ aðtÞϕðsÞ and projecting Eq. (3) onto the subspace spanned by the mode ϕðsÞ using the usual
inner product, integrating by parts and using the boundary conditions to eliminate some terms, we obtain

m €a ¼ �
Z L

0
½EIðϕ″Þ2a�Fyðs; aÞϕ′þTðs; aÞðϕ′Þ2a�Cðs; aÞϕ′�m €V 0ϕ� ds: (5)

For future use, we separate the elastic and magnetic restoring force terms and add a linear damping term. Also, since it is
convenient to describe the beam's state in terms of its tip displacement, we use the fact that vðL; tÞ ¼ aðtÞϕðLÞ ¼defvLðtÞ to
rewrite Eq. (5) as

€vL ¼ FbeamðvLÞþFmagneticðvLÞ�δ _vL� €V 0

Z L

0
ϕ ds; (6)

where FbeamðaÞ ¼ �EI
R L
0 ðϕ″Þ2a ds=m and Fmagnetic(a) is defined analogously from Eq. (5). The magnetic field terms

Fy; T ¼ R L
0 Fxðs; vÞ ds and C depend on the beam's location, which is specified by ϕðsÞ and a(t), or, equivalently vL(t). We

now describe how these terms are computed.

3.2. The magnetic field: nonlinear restoring forces

We assume that the cylindrical magnets act as ideal solenoids and use the algorithm proposed in [13] to compute the
magnetic field due to a solenoid using a generalized complete elliptic integral. This formulation contains the term nI, where
n is the number of turns per unit length of the solenoid and I the current through it. We estimate nI from the field strength
Bsurface at the magnet's surface on its axis, as provided by the supplier, i.e., for a magnet of radius r and height h

nI¼ 2Bsurface

μ0

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
h2þr2

p
h

: (7)

Eq. (7) is used with the explicit formulae and code for evaluating the integral given in [13]. See [14, Appendix F] for matlab
codes that evaluate the force field in cylindrical coordinates.

We assume that the beam, whose width wor, experiences the field B¼ ðBxðs; vÞ;Byðs; vÞÞT in the (x,y)-plane passing
through the axes of both magnets uniformly across w. The magnetic forces F¼ ðFxðs; vÞ; Fyðs; vÞÞT and the moment C(s,v) per
unit length are [17,18]

F¼M �∇B; C¼M� B; (8)

where M is the magnetization per unit length of the beam. Neglecting magnetic hysteresis and self-forces on the beam and
assuming that magnetization depends weakly on the beam's curvature, as in [1], we have

M¼
Mx

My

 !
¼ χA

μ0μr

ð1þχ cos 2ðθÞÞBxþχ cos ðθÞ sin ðθÞBy

χ cos ðθÞ sin ðθÞBxþð1þχ sin 2ðθÞÞBy

 !
; (9a)

C ¼ jCj ¼ χ2A
2μ0μr

½2BxBy cos 2θð Þ�ðB2
x �B2

yÞ sin 2θð Þ�: (9b)

Here θ is the tangent angle of the beam relative to the x-axis (Fig. 2), A¼wΔ is the cross-sectional area, χ � 103 [19] is
the volumetric magnetic susceptibility of the beam material, μr ¼ χþ1 is the relative magnetic permeability and
μ0 ¼ 4πn10�7 N=A2 is the magnetic constant.

In the reduced model θðs; vLÞ ¼ vLðtÞϕ′ðsÞ. We calculate spatial derivatives of B, M using 4th order central finite differences
[20] and a Cartesian grid with spatial length scale 10�8 mm. To discretize sA ½0; L� the beam is partitioned into 1000
equispaced points sj, and Fmagneticðs; vLÞ and Fbeam are computed by the following pseudocode:
For each beam tip displacement vL

For each node sj
Calculate node displacement v sj

� �¼ ϕðsj Þ
ϕðLÞ vL and angle θ¼ ϕ′ðsj Þ

ϕðLÞ vL .

For displaced node at ðsj ; vðsjÞÞ calculate the magnetic field ðBx ;ByÞ and hence Fx, Fy and C as above.

Evaluate ϕðsjÞ, ðϕ′ðsjÞÞ2 and ðϕ″ðsjÞÞ2.
End
Evaluate the integrals in Fmagneticðs; vLÞ and Fbeamðs; vLÞ, Eqs. (5) and (6), using a trapezoidal rule.
Sum FmagneticðvLÞþFbeamðvLÞ.

End

This procedure yields magnetic forces acting on the entire beam and incorporates their spatial variations in evaluating
the integral terms in Eq. (5), unlike the heuristic model of [1], which assumed that only the beam's tip is magnetized and
neglected the couple C, leading to an approximation in which the axial tension Tðs; vÞ is constant and the lateral force FyðL; vÞ
on the tip is modeled by a cubic or quintic polynomial. Fig. 3 shows an example of the computed magnetic field.

J.I. Tam, P. Holmes / Journal of Sound and Vibration 333 (2014) 1767–17801770
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3.3. The full model and cubic approximations

Given the computations of Section 3.2, initial conditions and parameter values, Eq. (6) defines the system's dynamics. It
will be solved in three forms:

1. The full model: compute FmagneticðvLÞþFbeamðvLÞ from the magnetic field as in Section 3.2.
2. The computational cubic approximation: approximate FmagneticðvLÞþFbeamðvLÞ by a cubic function as in Düffing's equation

(1) with α and β chosen to yield the best fit over an appropriate range of tip displacements.
3. The experimental cubic approximation: determine α and β from the natural frequency of free vibrations and location of

buckled equilibria in the physical system.

In all cases the damping factor δ is determined experimentally from decay rates of free vibrations.
These forms all have advantages and disadvantages. The full model is most accurate, given the reduction to a single mode

and other approximations described above, but the restoring forces FmagneticðvLÞ are only defined numerically (FbeamðvLÞ can
be evaluated explicitly). The computational cubic approximation is less accurate, but offers a good approximation for small
deflections, as will be explored below. Moreover, the dynamics of Düffing's equation have been analyzed extensively [7,4]
and exact and perturbative solutions are known. The coefficients α; β, permit easy comparison of magnitudes of linear
forces (both elastic and magnetic), nonlinear magnetic forces, and comparison of experimental data to model predictions.

4. Results 1: Free vibrations and bifurcations

We first consider the unforced system, starting without magnets to check the accuracy of the Euler–Bernoulli model for
elastic forces by comparing natural frequency predictions with data, and to estimate the damping factor. We then add
magnets, compare the predicted and experimental equilibrium positions, compute the coefficients α and β of the Düffing
equation approximations, and investigate bifurcations as magnet positions are varied.

4.1. Natural frequency and damping without magnets

In the absence of magnetic forces and with €v0 ¼ 0, Eq. (6) reduces to

€vL ¼ � EI
R L
0 ðϕ″ðsÞÞ2 ds

m

" #
vL�δ _vL (10)

with undamped natural frequency ω0 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
EI
R L
0 ðϕ″Þ2 ds=m

q
, damping ratio ζ¼ δ=2ω0, and damped natural frequency

ωd ¼ ω0

ffiffiffiffiffiffiffiffiffiffiffiffi
1�ζ2

p
for ζo1 [21]. Henceforth frequencies will be given in Hertz, thus f 0 ¼ ω0=2π Hz, etc. For the beam used

in our experiment, we predict f 0 ¼ 17:81 Hz.
With magnets removed and no external excitation, the beam was displaced and released and the tip displacement

recorded. Fitting an exponential to the envelope of the time series provides an estimate of ζω0 ¼ 3:1070:05 (Fig. 4), and Fast
Fourier Transform (FFT) estimates f d ¼ 17:670:5 Hz (not shown), resulting in ζ¼ 0:02870:0008 and f 0 ¼ 17:670:5 Hz, so
the prediction f0¼17.81 lies within the error bounds. The corresponding value of δ¼ 6:2070:1. Fig. 4 also shows a solution
of Eq. (10) that is almost indistinguishable from the experimental data.

Fig. 3. Magnetic field in (x, y)-plane for magnet separation d¼4 mm with vectors normalized in magnitude. Undeformed beam is shown with support on
centerline between the magnets: zero offset case.
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4.2. Free vibrations with magnets

We now use experimental data obtained with the magnets in place to estimate coefficients in Düffing's equation with
cubic restoring force. For δ40 the equilibria of Eq. (1) lie at x¼0 and x¼ 7

ffiffiffiffiffiffiffiffi
α=β

p
and are respectively a saddle and a pair

of sinks. Linearizing at the sinks reveals the damped natural frequency f 7 ¼
ffiffiffiffiffiffi
2α

p
=2π. From this and the positions of these

equilibria we can compute α and β. With magnet separation d¼39.370.2 mm and offset (magnet asymmetry) nominally
zero, the equilibria lie at �1070.02 mm and þ9.870.02 mm, with natural frequencies 24.470.1 Hz and 24.170.1 Hz.
Averaging these values to match the symmetry of the cubic, we find α¼ 1:161� 104 and β¼ 1:172� 108. This is the
experimental cubic approximation of Section 3.3. In both this case and computational approximation below, we use the
damping factor δ¼ 6:2 obtained in Section 4.1.

We next estimate α and β from the full model, which predicts the restoring forces shown in Fig. 5, with zeroes of
FstaticðvLÞ ¼ FmagneticðvLÞþFbeamðvLÞ at vL¼0 and vL ¼ 70:011 m. Seeking the cubic approximation that minimizes mean
square error on the interval vLA ½�ðdþrÞ=2; ðdþrÞ=2� (½�26;26�mm for d¼39.3 and r¼12.7), we find α¼ 8:848� 103 and
β¼ 8:113� 107 with equilibria at 710 mm with natural frequency f 7 ¼ 21:2 Hz. This is the computational cubic
approximation of Section 3.3. Fig. 6 shows how the two cubic approximations of FstaticðvLÞ compare to the full model.
Although their α and β values differ by 27 percent and 31 percent respectively, their equilibrium positions both lie within 10
percent of the experimental ones. However, the full model provides a better approximation of the natural frequencies
(24.4570.05 Hz, compared to the averaged experimental value 24.25 Hz), since the slopes of the full and experimental
cubic curves agree better at the buckled equilibria.

Fig. 7(a) shows phase portraits in ðvL; _vLÞ�space for the damped Düffing equation using the experimentally estimated
parameters. The closed level sets of Eq. (2) are broken, and the interleaved domains of attraction of the two sinks are quite
tightly wound for this lightly damped system. Three orbits obtained by releasing the beam tip at successively greater
distances from vL¼0 are shown in Fig. 7(b), illustrating that they approach the right, left, and right sinks respectively as vLð0Þ
increases. This figure shows that the tip displacement and velocity derived from the strain gauge are quite noisy, exhibiting
non-physical self intersections for this planar, free-oscillation problem. Nonetheless, the experiment confirms the
qualitative dependence on initial data predicted by the model.

Fig. 4. Experimental time series, showing exponential fit and numerical simulation for damped oscillator Eq. (10).

Fig. 5. Full model: contributions of Fmagnetic (blue) and Fbeam (green) to Fstatic (red) for d¼39.3 mm. Stable and unstable equilibria indicated as dots and
open circle. (For interpretation of the references to color in this figure caption, the reader is referred to the web version of this paper.)

J.I. Tam, P. Holmes / Journal of Sound and Vibration 333 (2014) 1767–17801772
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4.3. Bifurcations of equilibria

The magnetic field structure depends on the magnet positions (cf. Fig. 3) and the force field experienced by the beam
depends on the location of the beam's support relative to the magnets. The latter can be parameterized by magnet spacing d
and horizontal offset l of the point midway between the magnets relative to the beam's support. Variation of d and l reveal
fairly complex behavior, including up to five equilibria, with three stable sinks. Other parameters such as magnet field
strength and beam dimensions also affect forces, but they do not produce qualitatively different behavior [14], and our
simple apparatus does not permit easy studies of their effects.

Fig. 6. Comparison of full model (blue), computational cubic approximation (α¼ 8:848� 103, β¼ 8:113� 107, green) and experimental cubic
approximation (α¼ 1:161� 104, β¼ 1:172� 108, red) for Fstatic. (For interpretation of the references to color in this figure caption, the reader is referred
to the web version of this paper.)

Fig. 7. (a) Basins of attraction for stable equilibria (white, green respectively) and stable and unstable manifolds of saddle point (blue, red) for Düffing's
equation with experimental cubic parameters and damping δ¼6.2. (b) Beam tip displacements for orbits approaching stable equilibria in the experiment;
initial points are indicated as filled circles. (For interpretation of the references to color in this figure caption, the reader is referred to the web version of
this paper.)

J.I. Tam, P. Holmes / Journal of Sound and Vibration 333 (2014) 1767–1780 1773
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Fig. 8 shows the bifurcation diagram as magnet spacing d increases with zero offset, obtained by computing fixed points
and their stabilities for the full model. All other physical parameters remain as above. The diagram is similar to that
presented in [1, Fig. 6], including super- and sub-critical pitchfork bifurcations and symmetric saddle nodes [4]. Note that
the full model predicts the experimentally observed stable equilibria within standard error bars, showing that its accuracy
extends to larger magnet spacings, although the magnet and frame sizes do not allow exploration of the entire d range
shown here.

Fig. 8. Bifurcation diagram as distance between magnets d is increased. Solid curves are computed from the full model, circles are experimental data points
with standard error bars; stable and unstable equilibria are shown in blue and red respectively. Stable equilibria were also observed near vL¼0 for
d44:5 mm, but reliable measurements were not obtained due to the weak magnetic field in the central region. (For interpretation of the references to
color in this figure caption, the reader is referred to the web version of this paper.)

Fig. 9. Bifurcation set of the full model in (d,offset)-space, shownwith ‘slices’ corresponding to bifurcation diagrams obtained by varying d (horizontal lines
1,2) and varying offset (vertical lines 3,4). Fig. 8 appears along line 1; a perturbed version with broken symmetry appears along line 2. Regions for which 1,
2 and 3 sinks exist are indicated. Saddle-node bifurcations occur on boundaries between these regions except along offset ¼0 line, on which pitchforks
occur, except at rightmost point where 2 saddle nodes coincide.

Fig. 10. Time series as one magnet moves away from the other with d increasing from 39.3 mm to 47.4 mm, passing a saddle-node bifurcation, after which
the orbit rapidly transits to describe damped oscillations about a different stable fixed point.

J.I. Tam, P. Holmes / Journal of Sound and Vibration 333 (2014) 1767–17801774
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Nonzero offsets break the reflection symmetry around vL¼0, causing the pitchfork bifurcations of Fig. 8 to locally break
into a monotonic branch and a second branch that turns back in a saddle-node bifurcation [4, Section 7.1]. We illustrate this
in the small inset associated with path 2 in the bifurcation set of Fig. 9. Other insets show that sequences of saddle nodes
occur as offset varies for fixed d. Cubic approximations obviously fail to capture the saddle node bifurcations on the buckled
branches and restabilization of the undeformed state that occurs for larger magnet spacings. A quintic polynomial restoring
force can qualitatively reproduce this, as described in [1, Section 2.2, Figs. 5 and 6]. In fact the saddle-nodes and restabilizing
pitchfork can collapse into a codimension 3 bifurcation point [4, Section 3.1] associated with the butterfly catastrophe [22],
which involves unfolding a sixth-order polynomial potential function. This could be achieved experimentally by additionally
varying the beam length L, and hence the vertical distance of its tip from the magnets.

To illustrate the dynamical consequences of a bifurcation, Fig. 10 shows the strain gauge signal as the inter-magnet
distance d is increased by moving the right-hand magnet (1) away from the (fixed) left-hand magnet (2), starting with
d¼39.3 mm and offset l¼0. This moves the system parameters ðd; lÞ up and to the right, out of the regionwith 3 fixed points
in Fig. 9. The stable fixed point at which the system state starts at � þ10 mm is annihilated in a saddle-node bifurcation,
after which the state jumps to the remaining stable fixed point at � �10 mm.

5. Results 2: Forced vibrations

We now describe experiments in which the frame supporting the beam and magnets is subjected to sinusoidal
displacement of frequency f ¼ ω=2π and amplitude A0, so that the external acceleration term in Eq. (6) is

V0ðtÞ ¼ P cos ðωtÞ; where P ¼ω2A0ϕðLÞ
Z L

0
ϕ ds: (11)

Addition of periodic forcing to the single dof system increases its phase space dimension to three, since the vector field now
depends on time. The third dimension is best interpreted as the phase of the applied oscillation, so that the phase space
becomes R2 � S1 and setting vl ¼ v1 the ODE may be rewritten as

_v1 ¼ v2;

_v2 ¼ Fstaticðv1Þ�δv2þP cos ðωϕÞ;
_ϕ ¼ 1: (12)

We then define a cross section Σ0 ¼ fðv1; v2;ϕÞjϕ¼ ϕ0g at a fixed phase ϕ0, and define the Poincaré map P : Σ0-Σ0 as

ðv1ðnþ1Þ; v2ðnþ1ÞÞ ¼ Pðv1ðnÞ; v2ðnÞÞ; (13)

[4] , where the point ðv1ðnþ1Þ; v2ðnþ1ÞÞAΣ0 is obtained by solving Eq. (12) for time T¼1/f with initial conditions
ðv1ðnÞ; v2ðnÞÞ. This was done numerically for the full model and both cubic models using Matlab's ODE113 with relative and
absolute tolerances of 10�10 and 10�8 respectively.

Equipment limitations prevented direct synchronization of the analog-to-digital converter with forcing phase ϕ0.
Experimental Poincaré maps were therefore obtained by linear interpolation of digitized data samples at intervals of T¼1/f,
taking f to be the frequency of the signal generator (given to four significant figures). Errors and imprecision between f
and actual forcing frequency, and slow frequency drifts, caused substantial “blurring” in the maps because we could not
synchronize data samples with a specific forcing phase ϕ0. Nonetheless, the experimental Poincaré maps are sufficiently
clear to display the relevant fixed points and overall structures of the strange attractor.

All the experiments described below are done with magnet spacing d¼39.3 mm and offset zero, corresponding to the
restoring forces shown in Fig. 6.

5.1. Small forcing amplitudes: periodic orbits

For small forcing, the topology of the Poincaré map P is similar to the unforced case: i.e., the time T¼1/f flow map of
Eq. (6) with V0¼0. The saddle and spiral sinks of Fig. 7(a) become saddle-type and sink-type period-1 orbits. Thus, P has two
stable sinks and a saddle point with stable and unstable manifolds similar to those of Fig. 7(a); in particular, for fixed δ40
and sufficiently small P, the stable and unstable manifolds do not intersect, and the stable manifold still forms a
1-dimensional set that separates the domains of attraction of the sinks.

In our weakly damped case, in addition to low-amplitude periodic oscillations, a large-amplitude periodic motion
encircling all three equilibria appears for modest values of P (cf. [4, p. 87]). Fig. 11(a) shows an example with the three stable
period-1 orbits projected onto the (v1, v2)-plane, illustrating that higher harmonics exist. Estimates of points at which these
orbits intersect the cross section Σ0, shown in red, indicate substantial blurring due to lack of synchrony between forcing
phase and Poincaré samples. Estimates for the fixed point of the large orbit are especially variable, due to its higher velocity.
In spite of this, comparison with the orbits and fixed points of Fig. 11(b), predicted by numerical simulation of the full model,
reveals good quantitative agreement, allowing for the fact that the (average) phase at which experimental Poincaré samples
are taken differs by approximately π from the value ϕ0 ¼ 0 used for simulated data.
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Fig. 11. (a) Projected orbits (blue) and corresponding fixed points of Poincaré map (red) from experimental data with f¼11.8 Hz and A0¼2.9 mm (P¼25.0).
(b) Projected orbits and corresponding fixed points of Poincaré map from numerical simulations of full model with the same forcing parameters as (a). (For
interpretation of the references to color in this figure caption, the reader is referred to the web version of this paper.)

Fig. 12. Experimental time series for f¼10.43 Hz and A0¼3.95 mm (P¼26.6), showing transition from chaotic to period-2 (or possibly period-4) motion,
with blown-up version of the latter. Slight changes in forcing frequency may prevent exact periodicity.
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5.2. Large forcing amplitudes: transient and sustained chaos

As noted in Section 1, perturbation of the homoclinic orbit in the integrable case of Eq. (12) with δ¼ P ¼ 0 reveals that, as
P increases for all other parameters fixed and δ40 and small, the stable and unstable manifolds of the saddle point first
touch at a critical value P ¼ δPcðα; β;ωÞ. Specifically, using Melnikov's method [23] and taking the cubic approximation, for
which the necessary integrals can be evaluated explicitly, we find

Pc ¼
4
3

δα3=2

πω
ffiffiffiffiffiffi
2β

p
" #

cosh
πω

2
ffiffiffi
α

p
� �

: (14)

See [7, Section 2.3] and [4, Section 4.5] for details, but note that in Eqs. (2.19) and (2.20) of [7] the hyperbolic functions
cosech and sech should read sech and cosh respectively. For the experimentally derived cubic parameters, δ¼ 6:2 and
f¼10.43 Hz, the forcing frequency used for the following studies, Pc � 4:89, corresponding to ðA0Þc � 0:73 mm. (Recalling
that α¼Oð104Þ and β¼Oð108Þ, δvL and P cos ðωtÞ are indeed small pertubations.) For P4Pc we expect to see evidence of
transient chaos in which orbits intermittently oscillate about the left and right equilibria before settling into periodic
motions about one of them, or possibly encircling all three equilibria, as in Fig. 11. Moreover, for possibly higher values of P,
we expect sustained chaotic motions characteristic of a strange attractor.

Fig. 12 shows an example of transient chaos that settles on a stable period-2 (or possibly period-4) orbit after some 31 s (the
segment [27.5, 33] s is shown: small fluctuations in forcing frequency and noise in strain gauge signals perturb the orbit, making
it difficult to distinguish period 2n from 2nþ1). The corresponding Poincaré map appears in Fig. 13(a), with colder (blue) colors
indicating points from the early transient and hotter (yellow, red) points from later samples. In contrast, the Poincaré map of
Fig. 13(b), obtained for the same forcing frequency and 9 percent higher amplitude, indicates that a strange attractor occupies the
same general region of phase space explored by the transient chaos of Figs. 12 and 13(a). Fig. 14 shows the segment [801,815] s of
the time series fromwhich Fig. 13(b) was derived, a part of which is blown up to reveal the mixture of oscillations about the two
(now unstable) buckled states, separated by oscillations about all three equilibria of the unforced system.

While subharmonic periodic motions, such as those shown in Figs. 12 and 13(a), can occur, linear damping implies that
the Poincaré map P uniformly contracts areas. In fact det(DPÞ ¼ expð�2πδ=ωÞo1 for any single-degree-of-freedom,

Fig. 13. Poincaré maps from experimental data for f¼10.43 Hz showing (a) transient chaos followed by attraction to a periodic orbit for A0¼3.95 mm
(P¼26.6), and (b) chaotic motion sustained for over 2 h for A0¼4.31 mm (P¼29.0). Colder (resp. hotter) colors indicate points taken earlier (resp. later) in
the time series. Color gradients in (b) indicate slow change in forcing frequency that affects the attractor's structure. (For interpretation of the references to
color in this figure caption, the reader is referred to the web version of this paper.)
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periodically forced oscillator with linear damping. This implies that P cannot possess an invariant closed curve, because the
area of the interior of such a curve would be preserved under iterates of P. Hence the flow of Eq. (12) cannot contain an
invariant torus, and so cannot exhibit quasiperiodic motions [4]. Nonetheless, complicated bifurcation sequences can occur
as parameters vary. Fig. 15 shows a bifurcation diagram for A0A ½2;17�mm in which successive windows of stable periodic

Fig. 14. Experimental time series for f¼10.43 Hz and A0¼4.31 mm (P¼31.6), showing sustained chaotic motion.

Fig. 15. Bifurcation diagram for 9:75 mmrA0r9:90 mm, showing a window of stability for a period-5 orbit between parameter ranges for which chaotic
motions occur.
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motions appear, with a blow-up of the range [9.75, 9.9] mm, illustrating a band of period five orbits between regions of
chaos (cf. [7, Figs. 6 and 7], where a period-5 window was found for Düffing's equation).

Finally, Fig. 16 shows the Poincaré map computed from the full model for f¼10.43 Hz and the higher amplitude
A0¼12 mm, showing a similar, larger qualitative structure to the experimental map of Fig. 13(b). The simulation was run
for over 2 h of real time, representing almost 5�106 iterates of the map. Precise sampling in the simulation and constant
forcing frequency allows us to detect small features and illustrate the nested fractal structure typical of an attractor
containing transverse homoclinic points that lies in the closure of an unstable manifold [4, Chapter 5]. Hot and cold colors
remain mixed throughout the fractal structure, showing that it represents the long-term asymptotic behavior of the
solution, in contrast to the experimental map of Fig. 13(b) in which a slow frequency drift has caused the attractor to shift
from the blue and green regions to the red.

Computation of a power spectrum from this time series (not shown here) revealed a function of the form K sech2ðkf Þ �
expð�kf Þ, exponentially decaying for f large, as predicted in [24] and observed in [25]. This and related results, including
further bifurcation diagrams showing period doubling and chaotic bands punctuated by windows of stable periodic orbits,
can be found in [14].

6. Conclusions and discussion

This paper supplements an earlier theoretical and experimental study of a prototypical strange attractor [1]. Specifically,
we carry out explicit calculations of the magnetic field experienced by a slender steel beam mounted in a frame that carries

Fig. 16. Poincaré map for f¼10.43 Hz and A0¼12 mm computed from numerical simulations of the full model, showing an apparent strange attractor with
successive magnifications to illustrate its fractal structure. Colors indicate timing of samples, as in Fig. 13. (For interpretation of the references to color in
this figure caption, the reader is referred to the web version of this paper.)
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two strong rare-earth magnets, inducing a multi-well potential energy function. We construct a relatively inexpensive
experimental device1 and show that a single mode projection of the governing partial differential equation, incorporating
the spatially varying magnetic field, predicts buckled equilibria and natural frequencies within 10 percent (essentially,
within experimental error). We compare a “full” model derived from the magnetic field calculations with two versions of
the classical cubic Düffing equation, respectively having parameters fitted to that force field, and derived directly from the
experimental rig. Then, focussing on the two-well case, we confirm that the experiment and model also predict chaotic
transients, subharmonic periodic motions, and sustained non-periodic responses characteristic of strange attractors.

The magneto-elastic Duffing oscillator continues to play a valuable instructional role in nonlinear vibrations and
dynamical systems theory more generally. In fact the experimental apparatus was built, and the analyses described here
were carried out by the first author over some seven months, as a senior undergraduate thesis project. Almost all of the
equipment needed, perhaps excepting the compact shaker, will be found in a typical engineering department laboratory,
leading us to propose that similar devices can be fabricated for instructional purposes in teaching about electro-mechanical
systems, both to exercise students' design and predictive abilities, and to excite, and partially satisfy, their curiosity about
chaotic dynamics.
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